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Foreword

This report is a deliverable in the NERIES project, module NA-4, and deals with the selection of a suitable method for determining earthquake parameters for historical earthquakes from intensity data points. This is issue 2.2, dated 6 November 2008.
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1 Introduction

The derivation of earthquake parameters from macroseismic (intensity) data is an inveterate problem. Yet for earthquakes in the pre-instrumental period (roughly, before 1900) intensity data points (IDPs) are the only form of numerical data available to the seismologist. In order to produce a numerate, consistent catalogue of historical earthquakes that can be combined in a compatible way with modern instrumental data requires some system for estimating what instrumental parameters would have been obtained had seismometers been in operation.

Successive catalogue authors have had to deal with this problem as they saw fit; but as most earthquake catalogues have been compiled as national initiatives, one finds that one type of method has been used in one country, something else in another, and so on. This leads to obvious problems of inconsistency when it comes to studies that need to transcend national borders.

A major aim of the NA-4 module of the European Framework project NERIES is to produce a catalogue of European earthquakes before 1900 in which there is the greatest possible level of internal consistency in the determination of earthquake parameters. This means the use of uniform procedures for determining earthquake parameters over the whole of Europe. Finding suitable procedures that can be used for this is a difficult task, and is the subject of this report.

The parameters to be determined are essentially the location and the size of each earthquake. Precisely how one defines location in this context is arguable – one speaks of the “macroseismic epicentre”, but this is not necessarily exactly the same as an epicentre in the sense of the surface projection of the point where an earthquake rupture initiates. Where an earthquake rupture is large, while the distribution of high intensities may delineate its extent, there is no possibility to determine the initiating point – and probably not a lot of interest in doing so either. The co-ordinates that will be used will be those of the centre point of the rupture; something approximating to the focus from which the seismic energy radiated. For this reason, the term barycentre is sometimes preferred (Cecić et al 1996).

From the point of view of seismic hazard, arguably such a point is of greater interest, in terms of reconstructing the seismic field. Since earthquakes occur in three dimensions, as well as the latitude and longitude co-ordinates, one needs also some sort of depth of focus. This is evidently more meaningful for smaller earthquakes of limited rupture dimensions.

“Size” has to be considered here to mean “magnitude”; whereas many earlier historical earthquake catalogues were content to use epicentral intensity, Io, as a size measure, for modern applications, and for consistency with modern data sets, this is not enough, and magnitude, preferably moment magnitude, Mw, has to be estimated.

2 Issues in macroseismic parameter estimation

The following discussion was prepared for the NERIES NA-4 Workshop in Edinburgh, 26-27 February 2007, and appears here in an edited version.

2.1 ISOSEISMALS AND IDPS

One basic issue to be addressed at the outset is whether or not isoseismals are used. If so, there is an additional stage to analysing an earthquake of preparing isoseismals, which, of course, brings additional difficulties. It’s well known that there are as many ways of drawing isoseismals for a given data set as there are seismologists. On the other hand, this is partly due to different seismologists having different ideas about how much smoothing to apply. If one first establishes some ground rules as to how isoseismals are to be drawn, possibly much inter-seismologist variability could be avoided. For instance, there are various automatic systems that
can be used. Schenková et al. (2007) present quite reasonable results from the kriging of intensity data to produce “objective” isoseismals.

Figure 1 - Example intensity map

The reason for using isoseismals is this: they can reduce or eliminate distortions due to population distribution. Consider Figure 1, in which an offshore earthquake produces its highest intensities at several places on the mainland and in one island location. A seismologist, knowing that the irregular distribution is due to topography, can estimate an isoseismal as shown, which is likely to be a better expression of reality than any processing of the individual data points, in which the clustering due to population factors will distort results. From an isoseismal one could deduce an epicentre in the position of the solid star; from data points one would be likely to obtain the position of the open star.

One possible approach to regularise isoseismal construction is to do some preliminary processing by means of gridding – overlaying (say) a 10 km grid and taking the mode of observations within each square. This would then give a new pseudo-IDP at the centre of the square which would be used in subsequent processing. This was employed by Principia (1982).

Note also that a related problem occurs in intensity attenuation studies. Suppose one wishes to solve for

\[ I = a + b M + c \ln R \]  

(1)

Because intensity values are integer, if one had a very well-behaved data set with concentric rings of intensity 6, 5, 4, one would effectively have a step function with distance from the epicentre. The mean distance for intensity 5 would actually be halfway between the outermost 6 and the innermost 4, and it would be this distance that would be predicted by equation (1) if the coefficients were based on IDPs.

In reality, even though intensity is integer so far as one can assign it, it is true that at least notionally one can imagine that there is a gradation within the annulus of intensity 5 from “only just 5” to “almost 6”. If equation (1) is determined from isoseismals, it will correctly predict “only just 5”, or “5.0”, at the distance where intensity 5 gives way to intensity 4.
2.2 EPICENTRE

There are quite a few ways to locate earthquakes from macroseismic data, some of which are so similar they can be grouped together.

Not considered here are methods that are doubtful or impractical for historical data sets, such as triangulation on reported time, estimated direction of shaking, orientation of cracks in buildings and so on.

2.2.1 Highest intensity

This is possibly the oldest macroseismic method in existence. The epicentre is the centre of the area of highest intensity. *Exactly* how one defines this is another matter. It could be, for instance:

- The geometric mean of IDPs equal to Imax.
- The geometric mean of IDPs equal to Imax and Imax-1.
- The geometric mean of IDPs equal to Imax and Imax-1 weighted in favour of Imax.
- The centroid of the highest isoseismal.
- The mean of the centroids of the two highest isoseismals.
- The mean of the centroid of the highest isoseismal and the mean of IDPs equal to Imax (assuming the highest isoseismal has a value of Imax-1).

And so on. One can make many permutations. This is one of the main objections to this sort of method; there is not much reason to prefer one of these to another, except perhaps that in cases like Figure 1, isoseismals may be preferable to IDPs. Usually, the results given by the different options are very similar.

It is possible to extend the method from the highest intensities to lower ones: below Imax-1. It could be argued, at least in some cases, that the centroid of the area of general observation is related to the epicentral location, and the location of the highest intensities is chiefly related to surface effects. One could imagine such a case with an earthquake occurring in a mountain area near to a broad river valley. The situation in Figure 1 is another possible case for looking at lower intensities.

On the other hand, the wide felt area of an earthquake can be skewed by a variety of factors such as variations in attenuation, directionality, and so on.

In cases where a data set consists of very few IDPs (or only one) then a highest intensity approach is the only possible method to use. There is a danger, though, that this can give the erroneous impression that earthquakes happen directly below historically important cities. Hence, for instance, maps of historical earthquakes in Italy that seem to show an active centre directly under Venice. This will be returned to later.

2.2.2 Boxer

The Boxer method, now well-established, is to a large degree an extension of the highest-intensity technique (Gasperini et al.1999). In this method, one takes first the IDPs equal to Imax; if these are less than four, one adds the data from successively lower intensity levels until at least four data points are available. These are then trimmed by removing the most outlying 25% of the data, and the mean is taken of the remaining points.

Boxer is aimed not so much at determining epicentre as determining the surface projection of the fault plane; the epicentre can be any point within this. Clearly, for large earthquakes the concept of epicentre is a marginal one. The technique is still based on the distribution of the highest intensity values, and therefore should still suffer from similar problems regarding population distribution. It’s hard to see how the method could cope with any earthquake that was offshore, or distinguish such an event.
Also, for earthquakes of lesser magnitude where the rupture length may only be a few tens of
km, it’s not clear that the orientation of the area of highest intensity is necessary related to the
orientation of the fault plane. It could be due to radiation pattern, for instance.

Thus, although Boxer has produced some good results for modern earthquakes where the true
fault parameters are known, it is questionable how reliable it is for historical data sets, especially
for moderate-sized earthquakes.

2.2.3 Minimising residuals

This method is generally called the “Bakun-Wentworth” method, but it was described by
Peruzza previously (in 1992). However, as formulated by Bakun and Wentworth (1997), it
expands on what was proposed by Peruzza (1992). The method of Papazachos (1992) is also
similar.

The principle, as set out by Peruzza (1992), is as follows. If one considers the epicentre as the
spot on the surface from which the energy of an earthquake appears to radiate, then, taking
some attenuation relationship of the form

\[ I_0 - I = f_n \left[ r \right] \]

(2)

(where \( r \) is distance), then this should fit the data best if the distance is measured from the true
epicentre rather than from some other point. Thus, given some form of equation (2) considered
to be regionally appropriate, one can take a test epicentral position, calculate the expected
intensity for each IDP location, record the residual from the true observed value, and then sum
all the residuals. Repeat this over a grid of possible locations, and one defines a probability
distribution function (pdf) of the epicentral location; the place with the minimum sum of residuals
is the epicentre.

The addition provided by Bakun and Wentworth (1997) is that instead of using equation (2) they
use equation (1), and during the grid search, they treat magnitude as an unknown variable
(instead of using a known \( I_0 \) value). This results in two pdfs, one for epicentre and one for
magnitude. One surface shows the probability that the epicentre is in any location; the other
shows, assuming the epicentre is in a given location, what the preferred magnitude must be.
Thus one adopts a solution based on expert judgement in the area of highest probability. For
large earthquakes, this may be moderated by consideration of available tectonic structures.

The main limitation of this is that the coefficients in equation (1) may be uncertain. One
therefore needs to calibrate the method for any particular region – which leads to another
question as to how small a large a region the calibration should be performed for. The principle
of always choosing the solution that minimises the magnitude could also be questioned.

2.2.4 Pairwise comparison

This name is used here to distinguish a class of methods derived from a proposal by Shumila,
presented at the ESC General Assembly in Athens in 1994. The basis of the method, which
leads to a simple processing algorithm, is as follows. Consider any two IDPs in a data set. If one
is higher than the other, then logically, one expects the epicentre to be closer to the higher
intensity point. Therefore all possible locations that are closer to the higher IDP are preferable to
all locations that are closer to the lower one. This applies to all possible pairs of IDPs. Therefore
the most likely epicentral location is the point that maximises closeness to the higher IDP in any
pair. The method was never published.

The principle is attractively elegant, and unlike the residual-based methods, requires no
additional input in the form of attenuation equations. In practice, it can give unstable results with
poor data sets, but for large modern data sets it has yielded extremely accurate solutions (within
a few km of the instrumental location) even for offshore events.

2.2.5 Expert judgement

The final method considered here is one in which the seismologist chooses a location based on
expert judgement, using any evidence or reasoning. Consider the following example. A
historical earthquake is described as being strong with slight damage in Venice. There are no
other reports. Six days later, there is a report of a small earthquake in Belluno. The seismologist reasons as follows: “It is unlikely that a strong earthquake had an epicentre close to Venice. The event following is probably an aftershock. Aftershocks should be located close to the epicentre of the main shock, so the epicentre of the first event should be near Belluno”. This is a macroseismic location, but it draws on several types of information, including the seismologist’s knowledge of the area and ideas about typical earthquake behaviour.

Such an approach has the advantage of taking into account the maximum of information, and the disadvantage of being subjective and not perfectly repeatable. However, as Veneziano (1995) has written in a different context, “Since the human mind is very effective in processing complex information structures … the results of judgemental methods may actually be more accurate than those produced by formal … rules”.

Clearly, it would be difficult to apply this method at a European level. It requires local knowledge for each area, and would not be a common standard across the whole catalogue.

2.3 MAGNITUDE

There are two basic approaches to estimating magnitude from macroseismic data: using maximum intensity or some measure of area. Both maximum intensity and area (especially the former) are subject to variability primarily due to focal depth and/or geology.

2.3.1 Maximum intensity

Here we consider that maximum intensity can stand in as a measure of magnitude. It should be understood that in this case, maximum intensity could also be epicentral intensity variously defined, including a decimal interpolation of the intensity field to the point considered to be the epicentre. Thus the approaches considered in this section should be considered classes with variants according to the actual definition of “maximum intensity” applied. (Furthermore, it’s hard to see that there is much in the way of objective reasons for preferring one definition to another).

In the simplest form, one can use the following:

\[ M = a + b I_{\text{max}} \]  

Such an equation is liable to produce high residuals when fitted to data. There are a number of problems. First, \( I_{\text{max}} \) is heavily dependent on focal depth. Thus a high \( I_{\text{max}} \) value may simply indicate a smallish earthquake at very shallow depth. Reasoning that most seismicity in a region is of a certain depth, therefore all seismicity is the same depth (and therefore that depth can be discounted for a poorly-documented historical event) is clearly unsound.

An extreme case is the 15 January 1865 earthquake in NW England, which wrecked one village and was barely perceptible 10 km away (Musson 1998a). There may be other similar cases elsewhere that have not been recognised in the historical catalogue because people have assumed that high intensity must mean a large earthquake.

Secondly, the highest intensity may be partly due to soil conditions. This was probably an influence in the 1865 case.

Thirdly, the highest reported intensity may be nowhere near the epicentre. This is particularly the case for earthquakes with poor data sets, close to either mountains or the coast.

The first problem can be overcome up to a point by including depth in the calculation, as in:

\[ M = a + b I_{\text{max}} + c \ln h \]  

Of course, this assumes that depth can be determined (see next section) which is frequently not the case. An informal and unpublished test on UK data found that magnitudes determined using equation (3) had an uncertainty of ± 0.7, whereas if equation (4) was used, this could be improved to ± 0.4.

The soil condition problem could possibly be tackled by making some correction factor; but this is something that would be likely to be arbitrary and difficult to apply.
The third problem seems to be more or less insoluble. Given enough data, one could extrapolate a maximum intensity, but this is likely to be very uncertain.

Rather than using equation (3), which assumes a linear relationship between M and Imax, an alternative approach that has been tried in Italy (Cavallini and Rebez 1996) is to treat each Io value separately and observe the distribution of magnitude values for earthquakes with this Imax. Thus for 42 British earthquakes with Imax of 6, the mean magnitude is 4.1 and the median is 4.4 ML. However, the range is from 2.3-5.4 ML and the standard deviation on the mean is ± 0.9.

2.3.2 Felt area

Instead of looking at the peak intensity value, one can instead look at the total felt area, or the area felt at some given intensity value. As a general rule, magnitude is linearly related to the log of the area at some intensity value. Ideally this should be as low an intensity as possible; the lower the intensity used, the less sensitive the result is to depth (see Figure 2). Using the area of intensity 3 (or 4 for larger events) can thus give quite robust estimates of magnitude, on which neither depth nor soil effects nor population distribution have a great influence.

Because magnitude is related to the log of the felt area, one can have large inaccuracies in the area without much impact on the magnitude. Suppose one takes the approximation:

\[ M = \log A \]  

(where A is total felt area) and consider an earthquake in a coastal region. The onshore felt area is 22,000 sq km. The offshore felt area is uncertain; by rough extrapolation of isoseismals one obtains an additional 10,000 sq km for a total area of 32,000 sq km, which equates to a magnitude of 4.5. Now, suppose that the estimate of the offshore area was wrong by a factor of two, and the total felt area should be 42,000 sq km. The change in the magnitude is only +0.1. Thus for poorly constrained historical data sets this method can be rather suitable. Radius can be used rather than area.

It is possible to define several equations: for the area of intensity 3, 4, 5 and so on. There is a question as to which to use for events with several isoseismals. Although the lower ones are better because they are insensitive to depth, they may be less well defined. In Ambraseys (1985), all available isoseismals are used.

In cases where isoseismals are not drawn, area or radius needs to be defined in some way with regard to the IDP set.

A question arises as to cases where there are only very few data points of high intensity and nothing else (for instance, the only information about an earthquake is that in two villages the intensity was 8). One conclusion would be that this method cannot be used, since the area of intensity 8 is not at all a robust indicator, and is, in any case, very poorly defined. When the data are very poor, the most one can do, probably, is to try and distinguish very roughly if this is a small or a large earthquake. Intensity 8 does not necessarily indicate high magnitude. One can analyse as follows: suppose this was a large earthquake with a true total felt area of some tens of thousands of sq km, centred near the two surviving IDPs. Is it reasonable to suppose, given the historical circumstances, that no reports would survive at lower intensity from all the other towns and cities in the area that would have been affected if this had been a large earthquake? On such reasoning, one can estimate very roughly the limits of the felt area that might be credible for this event, given the historical and geographical context, and this may at least impose limits or approximate values on the estimated magnitude.

2.3.3 Attenuation-based methods

This is simply the Bakun-Wentworth (1997) method as described above in section 2.2.3.
2.4 DEPTH

There are various methods for estimating depth from intensity data, attributed variously to Kövesligethy (1906), Blake (1941) and Sponheuer (1960), but all similar and ultimately deriving from the work of Kövesligethy (1906). The principle is evident in Figure 2: for the same magnitude event (same total area) a shallow event will tend to have a pattern of tightly-spaced contours of high intensity around the epicentre, whereas a deeper event will have lower epicentral intensity and broader spacing of contours.

The same pattern can be discerned in the distribution of IDPs even if one doesn’t actually construct isoseismals; thus in the context of the SIRENE project (Levret et al. 1994) the Kövesligethy method was used on the basic IDPs.

This method clearly assumes that source dimensions are insubstantial. It is appropriate for use with small earthquakes, but not with large ones that fracture the surface. For large surface-rupturing earthquakes it is doubtful whether the concept of depth is of any value; hence the tendency for ground motion models to use Joyner-Boore distance (the closest horizontal distance to the vertical projection of the rupture) instead of hypocentral distance.

The model can be described by the following equation:

\[ I_0 - I_i = 3 \log \left( \frac{r_i}{h} \right) + 3 \alpha \log e (r_i - h) \]  

In this, \( r_i \) is the radius of the isoseismal for intensity \( I_i \), \( h \) is depth, \( e \) is Euler’s constant and \( \alpha \) is an anelastic attenuation coefficient.

This can be solved by computing residuals for all possible values of \( I_0 \) and \( h \), and plot these as a surface (Burton et al. 1985). \( I_0 \) can be considered to be unknown but constrained; it may be fractionally higher than observed \( I_{\text{max}} \) but not unreasonably so.
When used with isoseismals, this method requires no assumption of an epicentre, since one can simply take isoseismal areas and estimate the radius for an equivalent circular area. When used with IDPs, once again there is a potential bias due to population distribution. An average distance to IDPs of intensity I could be used, given an adopted epicentre, but some recalibration would be needed to allow for the fact that the mean radius to IDPs of intensity I is going to be less than the isoseismal radius.

Calibration raises two other issues. Firstly, the value of 3 in equation (6) is given as a scaling constant, but some workers have chosen it as a variable to be found (usually denoted as $k$). Secondly, one might ask what the parameter $\alpha$ represents. It can be taken to be to be a regional parameter expressing some crustal quality, to be found by optimising using a regional aggregate of data sets. This is the view of Karník (1969), who gives suggested values of $\alpha$ for different parts of Europe. But there exist studies (e.g. Zsiros 1996) in which $\alpha$ is solved for separately for each earthquake, which clearly implies some other interpretation of what it is meant to represent physically.

3 Testing methods for macroseismic parameter estimation in a historical context

At the NA-4 Workshop in February 2007, all the methods described above were discussed. It was resolved that some form of test should be made to see which methods performed best in the context of typical historical cases. The problem of testing methods against instrumental data is that generally, for an event for which instrumental data are available, most likely the macroseismic data will be of relatively good quality. When the methods are used in earnest, they will be applied to historical intensity data sets the quality of which may be very poor.

To overcome this problem, it was decided to fake some historical data sets. A small selection of earthquakes was compiled for which intensity and instrumental data were available: three moderate to large earthquakes from Greece and two much smaller ones from the UK, so that the sample encompassed both interplate and intraplate seismicity. These data sets were then degraded by hand by removing IDPs, especially those from small or poorly-connected places, in an attempt to construct data sets that represented the sort of information that might have been available had the earthquakes in question occurred in previous centuries. Two of the events were degraded twice in this way, to create a poor and a very poor version of the data set. The two UK events included some IDPs with no actual intensity value (“Felt”), and one of these had an offshore epicentre.

The resulting seven test data sets are shown in Table 1 and Figures 3-9.
Table 1 - Test data sets

The analyses of these data sets were performed by members of the NA-4 module according to five different methods. These were: the Peruzza method (by BGS), the Shumila method (by BGS), the B&W method (by both INGV and ETHZ, using slightly different approaches), the Boxer method (by INGV) and the Papazachos method (by ITSAK). The first two methods were used for epicentre only; the others were used for epicentre and magnitude. The absolute errors are given in Table 2, but for comparison it is probably more useful to consider the rankings, since otherwise a large residual in one test case could have an excessive effect on the overall results, and some cases are “easier” to resolve than others – Set #7 being particularly awkward.

The magnitudes of the UK earthquakes are consistently over-estimated, which is not surprising given that the methods were not specifically calibrated for UK conditions. The results do not show one method consistently out-performing the others. It’s interesting to note, for instance, that in Cases 5 and 6 (the same data set degraded to different extents to represent firstly, an 19th century data set, and secondly, and 18th century one), Boxer gives the best result for Case 5 and the second worst for Case 6. To arrive at some sort of summary of results, the ranks were summed across the seven test cases (so that a low score is best) and the results are presented in Table 3.

These results show that the B&W method as performed by INGV gave much the best magnitudes, but did not do nearly so well at computing epicentres. The B&W method as performed by ETHZ did best for epicentres, but the Peruzza method was almost equal.

It would probably not be good to over-interpret these results, given that none of the testers were able to make regional calibrations in advance of the experiment.
Figure 3 - Test data set #1
Figure 4 - Test data set #2
Figure 5 - Test data set #3
Figure 6 - Test data set #4
Figure 7 - Test data set #5
Figure 9 - Test data set #7
<table>
<thead>
<tr>
<th>Case 1</th>
<th>Method</th>
<th>Distance error</th>
<th>Magnitude error</th>
<th>km rank</th>
<th>Mw rank</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Peruzza</td>
<td>9.0</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shumila</td>
<td>7.5</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B&amp;W (INGV)</td>
<td>13.0</td>
<td>0.0</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>B&amp;W (ETHZ)</td>
<td>5.3</td>
<td>-0.3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Boxer</td>
<td>18.8</td>
<td>-0.9</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Papazachos</td>
<td>15.8</td>
<td>0.2</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Case 2</td>
<td>Method</td>
<td>Distance error</td>
<td>Magnitude error</td>
<td>km rank</td>
<td>Mw rank</td>
</tr>
<tr>
<td>-------</td>
<td>------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>Peruzza</td>
<td>14.7</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shumila</td>
<td>52.8</td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B&amp;W (INGV)</td>
<td>48.4</td>
<td>0.3</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>B&amp;W (ETHZ)</td>
<td>38.4</td>
<td>-0.3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Boxer</td>
<td>6.6</td>
<td>-1.8</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Papazachos</td>
<td>22.1</td>
<td>0.3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Case 3</td>
<td>Method</td>
<td>Distance error</td>
<td>Magnitude error</td>
<td>km rank</td>
<td>Mw rank</td>
</tr>
<tr>
<td>-------</td>
<td>------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>Peruzza</td>
<td>4.5</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shumila</td>
<td>7.8</td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B&amp;W (INGV)</td>
<td>5.2</td>
<td>0.0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>B&amp;W (ETHZ)</td>
<td>4.2</td>
<td>0.2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Boxer</td>
<td>5.6</td>
<td>-0.5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Papazachos</td>
<td>10.4</td>
<td>0.3</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Case 4</td>
<td>Method</td>
<td>Distance error</td>
<td>Magnitude error</td>
<td>km rank</td>
<td>Mw rank</td>
</tr>
<tr>
<td>-------</td>
<td>------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>Peruzza</td>
<td>19.1</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shumila</td>
<td>41.7</td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B&amp;W (INGV)</td>
<td>21.7</td>
<td>-0.5</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>B&amp;W (ETHZ)</td>
<td>22.5</td>
<td>-0.7</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Boxer</td>
<td>10.7</td>
<td>-0.7</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Papazachos</td>
<td>31.8</td>
<td>0.4</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Case 5</td>
<td>Method</td>
<td>Distance error</td>
<td>Magnitude error</td>
<td>km rank</td>
<td>Mw rank</td>
</tr>
<tr>
<td>-------</td>
<td>------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>Peruzza</td>
<td>9.0</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shumila</td>
<td>7.5</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B&amp;W (INGV)</td>
<td>7.3</td>
<td>1.2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>B&amp;W (ETHZ)</td>
<td>9.0</td>
<td>1.4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Boxer</td>
<td>6.8</td>
<td>1.2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Papazachos</td>
<td>7.7</td>
<td>2.0</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Case 6</td>
<td>Method</td>
<td>Distance error</td>
<td>Magnitude error</td>
<td>km rank</td>
<td>Mw rank</td>
</tr>
<tr>
<td>-------</td>
<td>------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>Peruzza</td>
<td>3.4</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shumila</td>
<td>9.5</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B&amp;W (INGV)</td>
<td>7.8</td>
<td>1.3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>B&amp;W (ETHZ)</td>
<td>7.5</td>
<td>1.4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Boxer</td>
<td>18.0</td>
<td>1.4</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Papazachos</td>
<td>19.3</td>
<td>2.1</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Case 7</td>
<td>Method</td>
<td>Distance error</td>
<td>Magnitude error</td>
<td>km rank</td>
<td>Mw rank</td>
</tr>
<tr>
<td>-------</td>
<td>------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>Peruzza</td>
<td>52.1</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shumila</td>
<td>40.6</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B&amp;W (INGV)</td>
<td>62.3</td>
<td>0.9</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>B&amp;W (ETHZ)</td>
<td>34.7</td>
<td>0.8</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Boxer</td>
<td>45.1</td>
<td>1.2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Papazachos</td>
<td>52.8</td>
<td>1.9</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2 - Absolute results of the method comparison
### Distance

<table>
<thead>
<tr>
<th>Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peruzza</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td></td>
<td>18</td>
</tr>
<tr>
<td>Shumila</td>
<td>2</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>28</td>
</tr>
<tr>
<td>B&amp;W (INGV)</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>26</td>
</tr>
<tr>
<td>B&amp;W (ETHZ)</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td></td>
<td>17</td>
</tr>
<tr>
<td>Boxer</td>
<td>6</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>21</td>
</tr>
<tr>
<td>Papazachos</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>36</td>
</tr>
</tbody>
</table>

### Magnitude

<table>
<thead>
<tr>
<th>Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>B&amp;W (INGV)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>B&amp;W (ETHZ)</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
<td>17</td>
</tr>
<tr>
<td>Boxer</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>21</td>
</tr>
<tr>
<td>Papazachos</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>19</td>
</tr>
</tbody>
</table>

**Table 3 - Summary of result rankings for seven cases**

#### 4 Developing a solution for NERIES NA-4

##### 4.1 PRINCIPLES

The declared aim of the NA-4 module is to devise procedures that can be used in a consistent way across Europe, to produce homogeneous results. This aim imposes some definite constraints on what methods can be used. Any solution has to be capable of being applied in a systematic way, with the minimum of interpretation. Thus, whatever the advantages of using isoseismals, for practical purposes such an approach must be rejected in favour of using only the IDP files.

A system like Boxer, where a simple software operation can be used to process IDP data files, is highly attractive from a practical point of view, if it can also produce results of sufficient quality.

Secondly, methods that require extensive calibration to work are problematic. One of the points discussed at the February 2007 Workshop was what degree of regionalisation is appropriate. Is it adequate to treat Europe as two regions, interplate and intraplate? Or should intraplate Europe be divided into the Fennoscandian Shield and the rest of NW Europe? Or should regionalisation be pursued to a national level? Or are there significant differences even within different countries? These are questions difficult to resolve.

This is a drawback with the B&W method, even though it performed well in the test, since it depends a lot on calibration exercises. However, a similar approach can be adopted. The Peruzza method performed well in the test exercises, and has the advantage that, at least in theory, no previous calibration is required. Furthermore, since it uses the Kövesligethy model, it is easy to integrate depth determination into the procedure, something not addressed at all by the B&W method. Instead of simply trying to optimise a two-dimensional epicentre against a macroseismic field, the exercise is conducted in three dimensions to obtain the optimal hypocentre. This then leaves magnitude determination to a second step.

We concluded that the best approach to magnitude determination should be based on physical principles, and here the work of Frankel (1994) is extremely helpful. In this, the radius of perceptibility is interpreted in terms of measurable physical parameters such as
shear-wave velocity and the dominant frequency at which weak earthquake shaking is perceived by humans:

$$M = n \log \left( \frac{A}{\pi} \right) + \left( \frac{2m}{(2.3 \pi^{0.5})} \right) A^{0.5} + C$$  \hspace{1cm} (7)

where $n$ is geometrical spreading (taken to be 0.5) and

$$m = \frac{\pi f}{Q \beta}$$  \hspace{1cm} (8)

where $f$ is the predominant frequency of earthquake motion at the limit of the felt area (believed to be 3 Hz), $Q$ is the shear wave attenuation, and $\beta$ is the shear-wave velocity (3.5 km/s). $A$ is the felt area in km, and $C$ is a scaling constant.

By such procedures, the limit of observation, in other words (for practical purposes) isoseismal 3 EMS, can be related directly to the moment magnitude using physical parameters, of which the regionally-varying one is the crustal attenuation parameter $Q$, which is often known from other studies, so the appropriate value should already be to hand. There is however, also the constant $C$ in equation (7), which was found by Frankel (1994) to be 1.74 for stable continental crust and 2.53 for California. This appears to be a physical scaling factor and requires regional adjustment.

Thus far, the problem of regionalisation is largely bypassed. If one happens to know, for instance, that $Q$ is higher in one region than another, the appropriate value can be used for any earthquake in that region. If $Q$ is not known at all, it is not too difficult to make an estimate based on known values from tectonically similar regions. The remaining issue is the appropriate value for $C$; it was hoped at the outset of this study that a few standard values could be proposed; however, this proved optimistic.

However, Frankel’s method deals only with the limit of perceptibility, and this is often poorly known. In countries like the UK, where earthquakes are rare and therefore newsworthy, low intensities are reported quite consistently in source materials after around 1700. In other countries where earthquakes are more common, only higher intensities may be considered worth reporting. Also, in any country, for early historical periods it is likely that reports are highly restricted to damaging intensities.

To solve this, it is necessary to be able to relate isoseismal distribution to the overall size of the felt area. This can be done as follows. Given that the Kövesligethy model has already been used to optimise the depth and epicentre, this model also has something to say about the expected spacing of isoseismals. From equation (6) it follows that

$$(3 \log (R_i/h) + 3 \alpha \log e (R_i - h)) - (3 \log (R_{i+1}/h) + 3 \alpha \log e (R_{i+1} - h)) = 1$$  \hspace{1cm} (9)

thus, given the radius of the expected felt area, derived from a hypothetical magnitude, one can compute the expected radius of any higher isoseismals, given the depth, which is already known. Therefore: suppose a case where data are only available for intensities 5 and 6 EMS; for a range of magnitudes, one can estimate first, the expected radius of isoseismal 3 EMS from the Frankel model, and from that, the expected radii of higher isoseismals using the Kövesligethy model – including those for intensity 5 and 6. The magnitude that gives the best match to the observed radii (least squares of residuals) can be considered to be the optimal magnitude determination for the earthquake.

4.2 PROBLEMS AND SOLUTIONS

Several problems remain. The first is that the use in the discussion above of terms like “limit of the felt area” and “isoseismal 3” looks in the direction of isoseismals, when it was already declared that the use of isoseismals is not practical in NERIES. Use of the median was at first considered, but this is inconsistent with the principle of an isoseismal being more or less a limiting distance. For practical purposes, we therefore consider the “isoseismal radius” for intensity I to be the 84-percentile of the distribution of epicentral distances of points of intensity I. For the purpose of determining this, intensity values of 5-6 are considered to be 5
With poor data sets it is possible for (e.g.) the radius for intensity 5 to be less than the radius for intensity 6. In such a case, the radius for 5 would be set to that determined for 6. This can happen in data sets where some lower intensity value is very under-represented in the data set.

The second problem relates to the situation already discussed where the epicentre may be offshore, or in a remote area, and the observed maximum intensity therefore underestimates what would have been observed at the epicentre, leading to possible misestimates in applying the Kövesligethy model. To counter this, optimisation needs to include a range of possible “real” (even fractional) maximum intensities up to some credible limit. The “credible limit” is something that the user must decide on for any particular earthquake.

The third problem relates to the common case where only one IDP exists. It was suggested earlier that these cases may be best decided by expert judgement, but failing this, a conventional approach has to be defined. We therefore propose that in cases where a single IDP exists, the location of the IDP is taken as the epicentre, faux de mieux, and it is assumed that the radius of the intensity corresponding to the solitary value is 3 km, with a default depth of 10 km. One can then match this radius to those associated with different magnitudes using the process described above.

In equations (6) and (9) there is a constant 3, which represents the ratio of successive isoseismals as a function of the intervals in the construction of the intensity scale itself, related to the correspondence between the degrees of the scale and ground motion amplitudes. This can be considered also to be a variable – in the analogous work of Blake (1941) it is treated as a variable that may take values over a suggested range of 3 to 6. So while 3.0 is the expected value according to Sponheuer (1960), other values may obtain depending on the scale used and individual practices. So it may be necessary to treat this variable (written as $K$) as something to be solved for.

One of the features of the Kövesligethy model is (fairly obviously) as depth increases, for the same Imax, the affected area also increases (since an earthquake has to be larger if it produces the same Imax value despite an increase in depth). Thus in the case of a data set with a few high value IDPs and many IDPs of medium or low intensity, a good fit can sometimes be found by a notional epicentre at the edge of the felt area and a large focal depth. Such a combination will produce high residuals near the epicentre, but these will be offset by generally low residuals at lower intensities. Measures to counteract this will be described in the next section.

Of course, in some cases such an interpretation may be correct, for instance in the case of a large offshore earthquake where all the intensity data is at some distance from the actual epicentre.

### 4.3 STAGES IN THE APPLICATION OF THE METHOD

In the interests of efficiency, a search routine to determine the epicentre is better than a brute force testing of every possible position. The strategy adopted is as follows.

Firstly, an initial estimate of the epicentral position is made on the basis of the centroid of the high intensity points. The procedure adopted follows Gasparini et al (1999) to some degree, in that the centroid is based on a data set trimmed of outliers, approximately 25% of points being eliminated. An initial centroid estimate is made based on all high intensity points (the definition of “high” starting with the highest value points and adding progressively the next highest until an adequate number of points is available). The data points furthest from this initial centroid are trimmed, and then the centroid of the remaining points is calculated. This position, the centroid solution, is then used as a starting position for a search procedure. If one takes this position as 0,0 in a kilometre grid system, the points to be considered at each step of the search are -R,-R , -R,0 , -R,R 0,-R 0,0 , R,-R R,R and R,R. The initial value of R is taken to be 64 km. The RMS is calculated for each of these nine points; the one with the
lowest RMS is taken to be 0.0 for the next step of the search, with R reduced by 50%. This is repeated so that R is successively 64, 32, 16, 8, 4, 2, 1 and 0.5 km. The point with the lowest RMS at the final iteration is taken to be the best-fit epicentre.

The RMS is calculated for each point by fitting the Kövesligethy model to the IDP set. For points in the macroseismic field distant from the high intensities it is not appropriate to fit this using the actual Io of the earthquake, so for each test epicentre the nearest three IDPs are examined, and the highest of the three is used as the Io for that position. It is then allowed to vary upwards by the margin previously specified. At each pass, the Io above the observed intensity is optimised. At this stage, depth is held fixed at a default value supplied by the user.

The estimation is made using a normalisation routine, in order that the solution is not dominated by low intensity observations, which may be far more numerous. The contribution of each IDP is weighted according to the number of observations for that intensity, so that all intensities are given equal weight, and then a further slight weighting is applied so that higher intensities are actually given more importance.

Having solved for epicentre, the next stage is to compute the expected intensity radii for each magnitude between 3.0 and 8.5. These expected radii are compared to the observed radii, and the magnitude with the lowest RMS is taken to be the result.

How the comparison is made is open to some possibilities. The obvious way to compare predicted and observed intensity radii is to take the square of the difference between the radii in km. A possible drawback to this is that the radii of lower intensities will have more impact simply because the numbers are larger. Other solutions are possible – for instance, to take the absolute difference in radii as a proportion of the observed radius. Several schemes were investigated, but in practice did not appear to give better results than a straightforward RMS approach.

Depth is also calculated using the intensity radii rather than the IDPs, as this was found to be more robust. Given the epicentre, a joint optimisation on depth and notional Io value is performed, subject to the user-specified limit on how much the Io may exceed the observed Imax. This calculation is done before the magnitude calculation, so that the magnitude can be estimated using hypocentral distances.

Magnitude, depth and Io are calculated in the same way for both the centroid solution and the attenuation solution.

4.4 ESTIMATING UNCERTAINTIES

Another issue is that of estimating the uncertainty in the results. In the case of magnitude, for instance, one is used to seeing a magnitude given as 4.5 ± 0.2. What this means is that the overall magnitude is the mean of a number of station magnitudes, and the standard deviation of the mean is 0.2. If it is demanded that macroseismic magnitudes be written the same way, then a problem arises – as described above, a macroseismic magnitude is a best-fit value. It is not the mean of several values, and cannot have a standard deviation. It is possible to have a goodness-of-fit estimate, but this is not, strictly speaking, an uncertainty. There are several possibilities.

Firstly, the overall RMS may be low or high. If high, it means that the data do not fit the theoretical model very well, which implies that the magnitude may not be very certain.

Secondly, the RMS distribution may not constrain the magnitude well – in other words, a range of magnitudes give approximately the same RMS. In such a case, the uncertainty in the final value is much greater than cases where the best-fit magnitude gives a substantially lower RMS than other possible values.
Thirdly, one may have a well-constrained value with low RMS which is nevertheless wrong. This could be because the system has been poorly calibrated. It could also be due to an anomalous data set; and anomalous cases cannot be avoided entirely.

Equally, of course, an estimate may appear to be poorly constrained and yet is completely accurate. In general, one tends to look to instrumental determinations of parameters as the “correct” answers that the macroseismic estimates need to match. In fact, instrumental values are themselves uncertain, and there are many cases where macroseismic estimates may be much more accurate than the instrumental solutions.

The solution adopted, after some experimentation, is based on the degree to which the distribution of RMS values over the parameter space of interest is steeply or shallowly curved in the region of the minimum value, a steep curve indicating a well-constrained value. What measure is taken is always going to be arbitrary; the decisions adopted here were based on empirical tests on a variety of earthquakes from the Italian database, comparing the RMS distributions with instrumental parameters and other macroseismic estimates made by members of the INGV Milano team (Meletti, Stucchi and Gomez Capera 2008 pers. comm.).

For the uncertainty in the epicentre, the approach taken is based on the relative difference in RMS value at various distance ranges. This exploits the search method already described. At each step in the search, the proportional difference between the highest and lowest RMS is recorded. As the search area gradually contracts around the overall RMS minimum at each iteration, this difference gets less and less. Some empirical tests showed that the distance between the best-fit epicentre and the instrumental epicentre generally was associated with a difference in RMS of a factor of 2. For the purposes of this method, the distance interval associated with an RMS factor of 2 is thus considered to be the uncertainty. This is achieved by interpolation. So for instance, if at Step 4 (delta = 8 km) the worst RMS is 2.5 times the best RMS, and at Step 5 (delta = 4 km) the factor is 1.5, the uncertainty would be considered to be ± 6 km.

Examining magnitude RMS distributions, it appeared that the same approach gave reasonable results. We thus define here the uncertainty in the magnitude as the increase or decrease in the best-fit magnitude value necessary to double the RMS score. This is illustrated in Table 4.

<table>
<thead>
<tr>
<th>Magnitude</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>5.89</td>
</tr>
<tr>
<td>4.6</td>
<td>4.71</td>
</tr>
<tr>
<td>4.7</td>
<td>3.84</td>
</tr>
<tr>
<td>4.8</td>
<td>2.35</td>
</tr>
<tr>
<td>4.9</td>
<td>4.02</td>
</tr>
<tr>
<td>5.0</td>
<td>4.99</td>
</tr>
<tr>
<td>5.1</td>
<td>6.05</td>
</tr>
</tbody>
</table>

Table 4 - Example of magnitude uncertainty

For a result as shown in Table 4, the solution would be given as 4.8 ± 0.2.

The method described above was coded into an application called MEEP (Macroseismic Estimation of Earthquake Parameters). The operation of this program is described in the next section.
5 Software operation

The basic input is the IDP file. For ease of use, the WIZMAP file formatting system is used (Musson 1998b). This allows the use of the program with any existing IDP file without the need to re-arrange it into a standard format – all that is needed is the addition of a single header line at the top of the file that instructs the program in which order the various columns appear. The system is also capable of handling different formatting of the intensity values themselves; intensity 5-6 may be written as 5-6, 5.5 or 55 in various different databases. (However, the program will not cope with the antique usage V-VI.) A typical file may look like this:

<table>
<thead>
<tr>
<th></th>
<th>PPPPPP</th>
<th>LLLLLL</th>
<th>VVVV</th>
<th>TTTTTTTTTTTTTTTTTTTTTTTQQQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monte San Pietrangeli</td>
<td>43.192</td>
<td>13.578</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Montefortino</td>
<td>42.942</td>
<td>13.342</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Acquaviva Picena</td>
<td>42.944</td>
<td>13.814</td>
<td>7-8</td>
<td></td>
</tr>
<tr>
<td>Ascoli Piceno</td>
<td>42.853</td>
<td>13.578</td>
<td>7-8</td>
<td></td>
</tr>
<tr>
<td>Fiordimonte (Valle e Castello)</td>
<td>43.036</td>
<td>13.088</td>
<td>7-8</td>
<td></td>
</tr>
<tr>
<td>Gualdo</td>
<td>43.066</td>
<td>13.338</td>
<td>7-8</td>
<td></td>
</tr>
<tr>
<td>Monte San Martino</td>
<td>43.031</td>
<td>13.439</td>
<td>7-8</td>
<td></td>
</tr>
<tr>
<td>Sant'Omero</td>
<td>42.786</td>
<td>13.803</td>
<td>7-8</td>
<td></td>
</tr>
<tr>
<td>Belforte del Chienti</td>
<td>43.163</td>
<td>13.238</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Castelsantangelo sul Nera</td>
<td>42.895</td>
<td>13.153</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Civitella del Tronto</td>
<td>42.772</td>
<td>13.668</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Acquasanta Terme</td>
<td>42.769</td>
<td>13.410</td>
<td>6-7</td>
<td></td>
</tr>
<tr>
<td>Arquata del Tronto</td>
<td>42.772</td>
<td>13.296</td>
<td>6-7</td>
<td></td>
</tr>
<tr>
<td>Campli</td>
<td>42.726</td>
<td>13.686</td>
<td>6-7</td>
<td></td>
</tr>
<tr>
<td>Altidona</td>
<td>43.107</td>
<td>13.796</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Camerino</td>
<td>43.135</td>
<td>13.068</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Cerreto di Spoleto</td>
<td>42.819</td>
<td>12.917</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Cesano</td>
<td>42.804</td>
<td>13.536</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Colonnella</td>
<td>42.872</td>
<td>13.867</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Cupra Marittima</td>
<td>43.024</td>
<td>13.860</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Gagliole</td>
<td>43.237</td>
<td>13.067</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Loro Piceno</td>
<td>43.166</td>
<td>13.416</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Preci</td>
<td>42.878</td>
<td>13.039</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Sant'Elpidio a Mare</td>
<td>43.229</td>
<td>13.686</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Spinetoli</td>
<td>42.888</td>
<td>13.773</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Teramo</td>
<td>42.659</td>
<td>13.704</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Torre San Patrizio</td>
<td>43.184</td>
<td>13.608</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Muccia</td>
<td>43.081</td>
<td>13.043</td>
<td>5-6</td>
<td></td>
</tr>
<tr>
<td>Bellante</td>
<td>42.744</td>
<td>13.806</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Cagli</td>
<td>43.546</td>
<td>12.651</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Caldarola</td>
<td>43.137</td>
<td>13.226</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Castorano</td>
<td>42.898</td>
<td>13.727</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Cingoli</td>
<td>43.375</td>
<td>13.216</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Fabriano</td>
<td>43.335</td>
<td>12.905</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Macerata</td>
<td>43.299</td>
<td>13.452</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Monte Urano</td>
<td>43.202</td>
<td>13.673</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Montefiore dell'Aso</td>
<td>43.051</td>
<td>13.751</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Nereto</td>
<td>42.819</td>
<td>13.817</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Ripatransone</td>
<td>42.999</td>
<td>13.762</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>San Ginesio</td>
<td>43.108</td>
<td>13.319</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Torano Nuovo</td>
<td>42.823</td>
<td>13.777</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Accumoli</td>
<td>42.694</td>
<td>13.248</td>
<td>4-5</td>
<td></td>
</tr>
<tr>
<td>Amatrice</td>
<td>42.628</td>
<td>13.290</td>
<td>4-5</td>
<td></td>
</tr>
<tr>
<td>Ancona</td>
<td>43.603</td>
<td>13.507</td>
<td>4-5</td>
<td></td>
</tr>
<tr>
<td>Barbara</td>
<td>43.579</td>
<td>13.025</td>
<td>4-5</td>
<td></td>
</tr>
<tr>
<td>L'Aquila</td>
<td>42.356</td>
<td>13.396</td>
<td>4-5</td>
<td></td>
</tr>
<tr>
<td>Monte Cavallo (Piè del Sasso)</td>
<td>42.994</td>
<td>13.001</td>
<td>4-5</td>
<td></td>
</tr>
<tr>
<td>Rieti</td>
<td>42.404</td>
<td>12.867</td>
<td>4-5</td>
<td></td>
</tr>
<tr>
<td>Place Name</td>
<td>Latitude</td>
<td>Longitude</td>
<td>Intensity</td>
<td></td>
</tr>
<tr>
<td>----------------------------------</td>
<td>----------</td>
<td>-----------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>Matelica</td>
<td>43.256</td>
<td>13.009</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Pedaso</td>
<td>43.097</td>
<td>13.841</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Perugia</td>
<td>43.106</td>
<td>12.386</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>San Severino Marche</td>
<td>43.229</td>
<td>13.177</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Spoleto</td>
<td>42.732</td>
<td>12.736</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Tortoreto</td>
<td>42.803</td>
<td>13.914</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Castel del Monte</td>
<td>42.364</td>
<td>13.727</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Guidonia Montecelio (Guidonia)</td>
<td>41.992</td>
<td>12.722</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Carapelle Calvisio</td>
<td>42.298</td>
<td>13.685</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Pesaro</td>
<td>43.905</td>
<td>12.905</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Where PPPPPP indicates where the latitude value is to be found, LLLLLLL the longitude, VVVVV the intensity value, UUUUUUUUUUUUUUUUUU the place name, and the other codes are for comment and quality factor, neither used in this file. “F” in the intensity position would indicate “felt” with no intensity capable of being assigned. These points are ignored in the analysis. The file above is the 26 November 1972 Montefortino earthquake, taken from the Italian database (INGV 2008).

In addition, a file called Consts.dat is used. This will look as follows:

Margin for Io above observed value......: 0.5
Regional Q value.......................: 300.0
Scaling factor C.......................: 2.09
Default depth value....................: 10.0
Regional alpha........................: 0.005
Isoseismal K factor....................: 3.9
Intensity file quality factor threshold.: 1
Frequency of human perception (Hz)......: 3.0
Geometric spreading (N)...............: 0.5

The parameters in this file are ordered in such a way that those most likely needing modification in different cases are at the top. The last three probably never need to be changed, and are only included at all for the purpose of possible experimentation.

The first line sets the permissible increase in Io above the observed maximum intensity, for use when fitting the attenuation model. The program will test possible values in increments of 0.1 of an intensity unit. For onshore earthquakes where there is a good density of IDPs in the epicentral region, the margin should be low, 0.5 to 1.0 or even as low as 0.1. For earthquakes believed to be offshore, the margin may be higher. This is the only parameter that may need to be adjusted on a quake-by-quake basis.

The second line is the regional Q factor for Lg waves at 3.0 Hz, which can be taken from the literature, or estimated (see next section).

The third line is the scaling factor C from Frankel’s (1994) perception model; this was found by Frankel (1994) to be 1.74 for stable continental regions (SCR) and 2.53 for California. Suitable European values need to be investigated (see next section).

The next line is the initial depth value to be used.

The fifth line is the regional value of alpha in the Kövesligethy equation. Suitable values are given in Karnik (1969), or can be found by a joint optimisation study. The fifth line relates to the scaling of isoseismals; calibration is discussed in the next section.

The following lines will not normally be adjusted.

The sixth line is for cases where the IDP file includes some quality factor where higher values indicate poorer quality data (see Musson 1998c) – IDPs with quality factors higher than the threshold value will not be used. For files without quality factors, this value is unimportant – all data will be used. In most cases this can be ignored.
The remaining two lines are from Frankel (1994), are self explanatory, and should not need changing.

When run from the DOS prompt, the program prompts for a file name. It expects, but does not require, files to have the suffix .int (in line with the WIZMAP II analysis program). If the file has this extension, the extension need not be specified. Thus if the file is called 16611001.int, one could type simply 16611001 as the filename. If it were called Testfile.dat, the full filename would be required. The Consts.dat file needs to be in the same directory.

The program now asks if the user already knows the epicentre. This is for cases where the user may have already fixed the epicentre by judgement from a poor data set, and wishes only to estimate the magnitude. If this option is required, the user may type “y” or “Y” in response, and the program will prompt for the latitude and longitude of the epicentre that has been selected.

The output then looks as follows:

**** MEEP v1.6 ****

Data file name.................:19721126
Do you know the epicentre?....:n
Total number of datapoints   =    58
Quality threshold            =     1
Number of usable points      =    58
Number of intensity points read =    58

*** SUMMARY OF DATA ***
# of points of intensity      8 =     2
# of points of intensity      7 =     3
# of points of intensity      6 =     3
# of points of intensity      5 =     1
# of points of intensity      4 =     6
# of points of intensity      3 =     2
# of points of intensity      2 =     2
# of points felt/no intensity =     0
# of points not felt           =     0

*** END OF SUMMARY ***

Maximum intensity (Imax)       =     8
Number ofImax points           =     2
Second highest intensity       =  7-8
Number of 2nd highest I points =     6
Centroid solution             =  42.980  13.533
Step 1 Delta  =  64.0  RMS  =  74.144  ( 42.980 13.533)  8.0 /  8.4
Step 2 Delta  =  32.0  RMS  =  74.144  ( 42.980 13.533)  8.0 /  8.4
Step 3 Delta  =  16.0  RMS  =  74.144  ( 42.980 13.533)  8.0 /  8.4
Step 4 Delta  =   8.0  RMS  =  70.829  ( 43.003 13.440)  8.0 /  8.4
Step 5 Delta  =   4.0  RMS  =  69.383  ( 42.991 13.487)  8.0 /  8.4
Step 6 Delta  =   2.0  RMS  =  68.951  ( 42.978 13.468)  8.0 /  8.4
Step 7 Delta  =   1.0  RMS  =  68.824  ( 42.982 13.470)  8.0 /  8.4
Step 8 Delta  =   0.5  RMS  =  68.813  ( 42.982 13.470)  8.0 /  8.4
Attenuation solution          =  42.982  13.470 (+-  4.1 km)
Notional Io                   =  8.4
For intensity 8 on 2 points, effective distance = 25.3 km
For intensity 7 on 9 points, effective distance = 33.1 km
For intensity 6 on 16 points, effective distance = 41.6 km
For intensity 5 on 14 points, effective distance = 52.3 km
For intensity 4 on 13 points, effective distance = 80.2 km
For intensity 3 on 2 points, effective distance = 135.7 km

--------- RESULTS ---------
Centroid:
Epicentre at 42.980 13.533 M = 5.3 (+- 0.4) h = 7 km (I_max = 8.4)
Attenuation:
Epicentre at 42.982 13.470 M = 5.2 (+- 0.4) h = 7 km (I_max = 8.4)

Locational uncertainty +- 4.1 km
Stop - Program terminated.

This is the result from processing the Montefortino file shown above. The IDPs are plotted as Figure 10.

The first part of the output summarises the intensity data in terms of the number of points for different values, including points recorded only as “felt” or “not felt/ intensity 1” (which are not present in this file, and not used anyway).

The program first computes the centroid solution, and prints this. This is the point used as the starting point for the grid search for the attenuation method. The lines beginning “Step” show the progress of the grid search over successive iterations at progressively shorter search radii (Delta) as the program converges on the location with the least misfit. This is the RMS value, based on the average intensity disparity. The values in brackets are the current best estimate of the epicentre.

The two following values at the end of each line are the base Io value for this trial and the optimised Io value. The base Io is the largest of the nearest three IDPs, and the optimised value is the fractionally higher value that minimises the residuals.

The final attenuation solution is then printed; the epicentre is given as latitude and longitude and uncertainty in km. In this example, the actual distance between the estimated epicentre and the instrumental one is about 2 km (see Figure 10). The fractional Io associated with the chosen epicentre is printed.

The program then lists the “effective distances”, which are the equivalents of isoseismal radii, being the 84-percentile distances for each intensity values, rounding down uncertain values, so 3-4 counts as 3. Intensity 2, if present, is not used.

Finally, there is a section of results. Two determinations are given, one based on the centroid, the other based on the attenuation method. For each, the latitude and longitude is printed, the magnitude and uncertainty on the magnitude, the depth, and the fractional Io value. The epicentral uncertainty for the attenuation solution is then printed again (uncertainty for the centroid epicentre is undefined).

The instrumental magnitude for this event is 5.3 Mw.

The program also produces a separate output file (which in this case would be called 19761126_sol.txt) which contains additional output from the stages through which the parameters were optimised. This can be useful for determining how a particular solution was arrived at.
Since the issue of calibration cannot be completely avoided, the intention here is to make it as straightforward as possible. A companion program, CALIMEEP, is provided. This section of the report describes the stages of preparing a calibration, using Italy as an example.

First, a calibration data set of events needs to be prepared. These will be drawn from available earthquakes that have both IDPs and instrumental parameters. The selection of events will depend on what is available, but ideally should cover the expected range of magnitudes evenly, and not be dominated by small magnitude events. Also, it is as well not to include obviously anomalous events.
For Italy, 28 events were selected, varying in magnitude from 3.7 to 7.3 Mw. Each IDP set was allocated a separate file, in the format given in Section 5, and with the name in the format YYYYMMDD.int. An additional file has to be prepared with the name List.txt. This looks as follows:

19081228 38.00 15.50 7.3 10
19801123 40.76 15.31 6.9 10
19300723 41.10 15.70 6.7 10
19200907 44.30 10.30 6.5 10
19190629 44.00 11.50 6.3 10
19840507 41.76 13.90 5.9 10
19431003 42.90 13.70 5.8 10
20021101 41.74 14.84 5.7 10
19840429 43.20 12.59 5.7 10
19840511 41.77 13.89 5.5 10
19710715 44.78 10.29 5.4 10
20030914 44.26 11.38 5.3 10
19580624 42.35 13.43 5.2 10
20041124 45.69 10.52 5.1 10
19800614 41.82 13.66 5.0 10
20000821 44.77 8.43 4.9 10
20030126 43.90 11.93 4.7 10
20031230 41.64 14.85 4.6 10
20051215 42.74 12.76 4.5 10
20020418 40.58 15.55 4.4 10
20021113 45.65 10.14 4.3 10
20041209 42.79 13.79 4.2 10
20050521 40.99 14.52 4.1 10
20050418 44.72 9.35 4.0 10
20050413 44.69 9.33 3.9 10
20041204 45.94 12.00 3.8 10
20050301 41.67 14.87 3.7 10

Each line represents one earthquake, and contains the following information: the date, in the format YYMMDD (this serves also to specify the filename, as the suffix ".int" is understood); the latitude, longitude, magnitude and depth. Since in this case individual depths were not available, all depths were set to 10 km. The list above serves also to indicate which events were chosen for the calibration. They are listed in order of descending magnitude (this is not required, but is useful when examining the results).

Next, one needs to select an appropriate value of $\alpha$ for the Kövesligethy model. This was taken to be 0.005 (Karník 1969). An initial value for $Q$ (shear-wave attenuation at 3 Hz) also needs to be chosen. Evidently, for all of Italy, this is going to vary, so for general Italian use an average value is needed. The results are not sensitive to small changes in this parameter, so rounded values are sufficient. Following Bianco (2002) a value of 300 is used as an initial trial.

The program CALIMEEP is now run from the DOS prompt in the same directory as contains List.txt and all the IDP files. The output looks like this:

```
Value for Q.................:300
Value for Alpha...............:0.005
For K =  3.00 and C =  1.97 misfit is 2.68
For K =  3.10 and C =  1.99 misfit is 2.72
For K =  3.20 and C =  2.00 misfit is 2.71
For K =  3.30 and C =  2.01 misfit is 2.95
For K =  3.40 and C =  2.04 misfit is 2.99
For K =  3.50 and C =  2.07 misfit is 2.94
For K =  3.60 and C =  2.04 misfit is 2.74
For K =  3.70 and C =  2.05 misfit is 2.69
For K =  3.80 and C =  2.08 misfit is 2.62
```
For $K = 3.90$ and $C = 2.09$ misfit is $2.33$
For $K = 4.00$ and $C = 2.11$ misfit is $2.50$
For $K = 4.10$ and $C = 2.12$ misfit is $2.71$
For $K = 4.20$ and $C = 2.14$ misfit is $2.83$
For $K = 4.30$ and $C = 2.16$ misfit is $2.87$
For $K = 4.40$ and $C = 2.17$ misfit is $2.67$
For $K = 4.50$ and $C = 2.19$ misfit is $2.61$
For $K = 4.60$ and $C = 2.20$ misfit is $2.58$
For $K = 4.70$ and $C = 2.21$ misfit is $2.51$
For $K = 4.80$ and $C = 2.23$ misfit is $2.61$
For $K = 4.90$ and $C = 2.23$ misfit is $2.72$
For $K = 5.00$ and $C = 2.24$ misfit is $2.64$
For $K = 5.10$ and $C = 2.26$ misfit is $2.47$
For $K = 5.20$ and $C = 2.26$ misfit is $2.56$
For $K = 5.30$ and $C = 2.28$ misfit is $2.71$
For $K = 5.40$ and $C = 2.29$ misfit is $2.99$
For $K = 5.50$ and $C = 2.29$ misfit is $2.97$
For $K = 5.60$ and $C = 2.31$ misfit is $2.86$
For $K = 5.70$ and $C = 2.31$ misfit is $3.00$
For $K = 5.80$ and $C = 2.32$ misfit is $2.88$
For $K = 5.90$ and $C = 2.32$ misfit is $2.93$
For $K = 6.00$ and $C = 2.33$ misfit is $3.13$

<table>
<thead>
<tr>
<th>Inst</th>
<th>Macr</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.3</td>
<td>7.5</td>
<td></td>
</tr>
<tr>
<td>6.9</td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td>6.7</td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td>6.5</td>
<td>6.4</td>
<td></td>
</tr>
<tr>
<td>6.3</td>
<td>5.8</td>
<td></td>
</tr>
<tr>
<td>5.9</td>
<td>5.9</td>
<td></td>
</tr>
<tr>
<td>5.8</td>
<td>5.8</td>
<td></td>
</tr>
<tr>
<td>5.7</td>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>5.7</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>5.5</td>
<td>5.7</td>
<td></td>
</tr>
<tr>
<td>5.4</td>
<td>5.8</td>
<td></td>
</tr>
<tr>
<td>5.3</td>
<td>5.1</td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>5.1</td>
<td>5.7</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>4.7</td>
<td></td>
</tr>
<tr>
<td>4.9</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>4.7</td>
<td>4.6</td>
<td></td>
</tr>
<tr>
<td>4.6</td>
<td>4.6</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>4.6</td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>4.3</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>3.9</td>
<td>3.9</td>
<td></td>
</tr>
<tr>
<td>3.8</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>3.7</td>
<td>3.9</td>
<td></td>
</tr>
</tbody>
</table>

Value for $K$ is $3.90$ ; value for $C$ is $2.09$ (misfit = $2.33$)

The first section shows successive tests of values for $K$, over a much wider range than is strictly required – the text above has been edited to show only the results from 3.0 to 6.0, but in fact 1.5 to 10.0 are tested; the results for each value are printed largely to show that the program is running.

The next section shows the instrumental and macroseismic magnitudes for the events in the calibration set, using the best fit parameters. A quick inspection of this shows that there are no biases – values are just as accurate at high magnitudes as at low magnitudes (see Figure 11).
Finally, the best values are printed with the total misfit (i.e. the RMS for the whole data set). To check the suitability of $Q$, the program can be run again, varying the value. The RMS for $Q=300$ is 2.33. For values of 290 and 310, RMS is 2.45 and 2.43, so 300 is a suitable value.

7 Earthquakes with very few IDPs

As previously mentioned, if an earthquake has only one IDP, this is necessarily the epicentre, with an assumed radius of 3 km for the epicentral intensity taken for the magnitude calculations. This means by implication that, for the same calibration, all earthquakes with only one IDP and the same Io value will have the same magnitude.

As an example, Figure 12 shows the magnitudes associated with different possible Io values for Italy using the calibration results shown previously.
Figure 12 - Magnitudes for single IDP cases: Italy

For earthquakes with very few IDPs but more than one, the program does attempt to find a solution, but the location will clearly be very unstable. For a two-point case, many possible solutions will give the same fit, and the final choice will depend more or less randomly on effects produced by the granularity of the search (i.e. the discrete increments in depth and maximum intensity) having very tiny differences in the RMS value. In cases where the epicentre looks doubtful, the centroid position can be taken instead (and the magnitude recalculated by forcing this epicentre).

8 Earthquakes with no IDPs

The procedures described above deal with historical earthquakes that have some IDPs available, and give a solution even in cases where only one IDP is known. It is also possible to calculate a magnitude for an earthquake with only one IDP which is obviously not the epicentre. Thus, for instance, given an earthquake felt in Venice at intensity 4, if one assumes an epicentre in the vicinity of 46.2 13.1, one obtains a magnitude of 5.8 Mw, which is quite believable.

One may have data files with no intensity values (only indications of “felt” or “damage”). It would have been possible to design MEEP to operate even with such files as these, by
forcing an assumed likely intensity value to such observations. So for instance, a rule could be applied that stated, “if there are no numerical intensity values, all F values are to be considered to be 4 EMS”. This would allow a solution to be computed. Such a rule could also be used for files that mix numerical intensities with “felt” and “damage”.

The problem with this is that the best assumed value may change with region and period. For instance, for NW Europe in the late 19th century, F = 3 EMS would be a good assumption, but for a medieval earthquake, F = 5 EMS is more likely. Assigning a default value for damage also needs to be handled with care. It might seem that one could assume that D = 6 EMS or more, but this is not the case, since damage can include reports of damage to single slender structures at the edge of the felt area. (One wonders how many IDP files may be contaminated with 6s assigned to such reports.)

An assumed value could have been implemented via the Consts.dat file, but it is probably better, and more flexible, to expect the user to manipulate the IDP file itself. Thus given the following file:

<table>
<thead>
<tr>
<th>York</th>
<th>53.970</th>
<th>-1.116</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leicester</td>
<td>52.630</td>
<td>-1.113</td>
<td>F</td>
</tr>
<tr>
<td>Derby</td>
<td>52.938</td>
<td>-1.494</td>
<td>F</td>
</tr>
<tr>
<td>Lincoln</td>
<td>53.218</td>
<td>-0.547</td>
<td>D</td>
</tr>
</tbody>
</table>

One could edit it to read:

<table>
<thead>
<tr>
<th>York</th>
<th>53.970</th>
<th>-1.116</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leicester</td>
<td>52.630</td>
<td>-1.113</td>
<td>4</td>
</tr>
<tr>
<td>Derby</td>
<td>52.938</td>
<td>-1.494</td>
<td>4</td>
</tr>
<tr>
<td>Lincoln</td>
<td>53.218</td>
<td>-0.547</td>
<td>6</td>
</tr>
</tbody>
</table>

Where the values are not intensities, but assumed minimal credible values. The above example might be an interpretation of a report that stated, “This year was a great earthquake in England, that threw down houses in Lincoln, and was also at York, Leicester and Derby”.

There are other cases where one has to deal with earthquakes that have no IDPs of any kind. It is difficult to lay down general guidelines, since specific cases may vary considerably, in terms of (a) what sort of description exists in lieu of IDPs, and (b) how reliable this information is considered to be. Obviously, the best solution is always to re-investigate the earthquake from primary sources.

A commonly encountered case is where there exists only an isoseismal map. Figure 13 shows an example, taken from Davison (1927).
Figure 13 - Isoseismal map of the earthquake of 15 August 1926

This map is based on an extensive set of questionnaire data, collected by Charles Davison, all of which was destroyed after his death in 1941 by his widow. What can be made of it? The first problem is that the intensity values given are in the Davison Scale, a variant on the Rossi-Forel Scale (Davison 1900). In fact, this eccentric scale is such that an exact correspondence with normal Rossi-Forel values cannot be taken for granted.

If this map were all that existed, one might, in determining parameters by hand, make an estimate of the epicentre from the centroid of the innermost isoseismal, and estimate the magnitude from the approximate isoseismal radii. This could be duplicated using MEEP by taking a series of points around the perimeter of each isoseismal, assigning them an intensity using some correspondence of scales, and then treating these as if they were intensity observations.

Alternatively, since a number of towns are marked on the map, one could assume that these towns refer to observations and can be treated as IDPs with an intensity value taken from the enclosing isoseismal. There is no guarantee that this assumption is correct – the towns may have been added to the map by Davison merely for geographical reference – there is no way of knowing.
Davison’s method of drawing isoseismals is discussed by Principia (1982), based on data presented in Davison (1899). Their conclusion is that Davison tended to draw an isoseismal N such that it bounded, with a smooth curve, all points of intensity N, including outliers. In which case, it would be unlikely if the procedure of generating artificial IDPs to trace the isoseismals would give a result corresponding to reality.

This is shown to be the case by a revaluation of the earthquake by Musson et al. (1984) from newspaper reports and other contemporary material, in which it is shown that Figure 13 completely misrepresents the distribution of effects from this earthquake, even to the extent that an epicentre based on Figure 13 would be seriously in error. The true epicentre is near the northern limit of the isoseismal 6 in Figure 13.

This is an example where a published isoseismal map is untrustworthy and known to be so. There will be many other examples of published maps that are trustworthy – and many cases where the trustworthiness is unknown. Different cases need to be taken on their merits.

An alternative is to assign no parameters at all, as in the case of catalogues such as Musson (1994), where most medieval earthquakes are represented only by a date, a location name, and sometimes an approximate Imax value. Caution should be taken not to over-interpret very poor data (Musson 1998d). A report that merely states, “This year was a great earthquake in England” really cannot be given parameters beyond a date. For very early earthquakes, omitting parameters simply limits the date range for which the catalogue is usable for hazard analysis. It would not be a good idea to omit parameters for an earthquake such as the 15 August 1926 event shown in Figure 13, if Davison’s (1927) map was all that one had. But any solution adopted for forcing parameters out of Figure 13 (such as choosing artificial IDPs in such a way as to try and compensate for the probable exaggeration of area and intensity) would not necessarily be exportable to any other case.

9 Offshore earthquakes

In estimating the RMS values for the intensity field, the program is essentially calculating a goodness-of-fit surface and selecting the minimum point. In tests, the search algorithm used here (with the successive steps of decreasing distance) appears to work well, finding the minimum value efficiently, compared to a brute force approach in which every possible point over a wide area is tested. Typically the brute force approach gave the same result, but took much longer.

One problem that does not admit of an easy solution is determining the maximum allowed intensity above the nearest observed intensity. This is critical for offshore events. The higher the notional intensity that could be hypothesised at the offshore epicentre, the further from shore the epicentre can be.

As an example, consider the Palermo earthquake of 6 September 2002 (Figure 14). In this figure, successive determinations have made of the epicentre in which the Io value has been allowed to be higher than the nearest observed intensity by +0.5, +1.0, +1.5, +2.0, +2.5 and +3.0 degrees. As can be seen, once the margin is increased above +1.0, the epicentre steadily moves further out to sea, until at a margin of +3.0 degrees, it is around 6 km from the instrumental position. Also, the further offshore the epicentre, the larger the magnitude will be.

For a historical event, there is no clear way to assess the best margin to use other than by expert judgement. There will also be cases where the distribution of IDPs shows a similar pattern to Figure 14, but where the empty space is not sea, but a foreign country from which data were not collected. In that case, one would be much less inclined to allow a high margin for the Io value.
There is also a tendency for the algorithm to deal with difficult cases by depressing the depth, which decreases disparities in cases where intensities are irregular. Depths of 30 km (the maximum allowed) may indicate problem cases rather than genuinely base-of-the crust seismicity.

10 Conclusions

It was hoped initially that a method could be provided that would require no initial calibration. This can be realised for location, but not for magnitude. One possible solution that was looked at was to define macroseismic magnitude in some way that was entirely independent of instrumental magnitude. Thus one could simply define a parameter $M_i$ using equation (5), such that any two earthquakes with the same felt area would have the same magnitude, anywhere in Europe. “Magnitude” would then be another way of writing felt area. The issue of relating macroseismic magnitude to instrumental magnitude would then simply be deferred to regional correlations between $M_i$ and $M_w$. A similar approach could be taken by using MEEP with the same Consts.dat file for all Europe.

However, since ultimately users will want to have $M_w$ magnitudes available, it is better to attempt to arrive at macroseismic $M_w$ at the outset, which MEEP allows one to do. Decisions are needed, however, to arrive at suitable parameters for the Consts.dat file. Only one of
these is earthquake-specific: the notional increase allowed between observed Imax and that used in the optimised location. This will inevitably be different for, say, an onshore and an offshore event. It is because this is the parameter that most often needs adjusting that it appears first in the file. In the case of an offshore event, increasing this value allows for epicentral positions further offshore, with by implication, larger magnitudes.

The last three lines in the file, we believe, should never require changing. They are provided to allow experimentation. The alpha value is the only value besides the maximum intensity increase that affects the location, and for this, regional values are known from Karnik (1969).

This leaves the parameters that affect magnitude: regional Q, Frankel’s (1994) constant C, and the scaling parameter K. A procedure has been described for determining these for any region using a set of IDP files for instrumentally-recorded events, in a straightforward way. The definition of region is left to the user; in the examples given in this report, average values were obtained for all Italy; these are open to improvement for regions within Italy.

There is also a possible issue in the case of large earthquakes affecting tectonically disparate regimes – attenuating more rapidly in one direction than another. One possible solution would be to prune out IDPs that are tectonically inconsistent (or use the centroid position as a fall-back).

The program is intended to be as robust as possible, and to be usable for events onshore and offshore, and also for earthquakes with very little data, even as little as a single IDP. That said, no system can give good results 100% of the time, and there can still be problems with anomalous or malformed data sets – for instance, cases where intensities are over-estimated, or more than one earthquake has been run together, or any other problem.

Such problem cases are usually flagged up with high uncertainties in the location, often with maximum depths as well; increasing the depth minimises the relative discrepancies in hypocentral distances, and so reduces the degree of misfit in cases of “odd” intensity distributions. Odd distributions, of course, may be due to the earthquake actually being relatively deep. Unrealistically high magnitudes can be a hint that the original IDPs might require reassessment.

Nevertheless, although the epicentral uncertainty tends to be a good measure of accuracy, there is no “uncertainty in the uncertainty”, and there may be cases where, for instance, very limited data sets provide a solution that converges well – but since it is dependent on very few points, which may be themselves inaccurate, the uncertainty may give a false impression that the results are accurate, whereas the real message is that the results are strongly convergent from the available data.

Thus the system needs to be used intelligently. Unusual results can be audited by looking at the –sol.txt file, which traces the route to both the epicentre and the magnitude.

These cautions aside, it is hoped that this package represents an adaptable and useful set of procedures for determining consistent earthquake parameters from macroseismic data, especially for historical earthquakes.
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